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Abstract
Fabricated media from deep learning models, or deepfakes,
have been recently applied to facilitate social engineering ef-
forts by constructing a trusted social persona. While existing
works are primarily focused on deepfake detection, little is
done to understand how users perceive and interact with deep-
fake persona (e.g., profiles) in a social engineering context.
In this paper, we conduct a user study (n = 286) to quanti-
tatively evaluate how deepfake artifacts affect the perceived
trustworthiness of a social media profile and the profile’s like-
lihood to connect with users. Our study investigates artifacts
isolated within a single media field (images or text) as well
as mismatched relations between multiple fields. We also
evaluate whether user prompting (or training) benefits users
in this process. We find that artifacts and prompting signif-
icantly decrease the trustworthiness and request acceptance
of deepfake profiles. Even so, users still appear vulnerable
with 43% of them connecting to a deepfake profile under
the best-case conditions. Through qualitative data, we find
numerous reasons why this task is challenging for users, such
as the difficulty of distinguishing text artifacts from honest
mistakes and the social pressures entailed in the connection
decisions. We conclude by discussing the implications of our
results for content moderators, social media platforms, and
future defenses.

1 Introduction

The recent progress of deep learning models has significantly
improved our ability to synthesize media content such as im-
age, video, audio, and text [21,34,50,93]. This leads to a rising
concern that “deepfake” techniques can be used to generate
abusive content to manipulate public opinions [11]. More
importantly, deepfakes can also be used in social engineering
attacks [66] where attackers construct a trusted persona (e.g.,
a profile in online social networks) to interact with victims.
Traditionally, fake profiles are constructed with hard-coded
templates and stock photos [6, 35, 81], which are easier to

defend against using existing techniques (e.g., reverse image
search [86] and similarity-based methods [89]). Deepfake
techniques, however, have the potential to circumvent these
methods by generating diverse and unique text and images
to build credible personas, and truly scale-up the deception
efforts (without sacrificing quality).

Deepfake-based social engineering is not only a theoreti-
cally possible threat but is also starting to be applied in prac-
tice. In 2019, a deepfake LinkedIn profile was found to have
successfully infiltrated Washington’s political circle, connect-
ing with government officials including the former Deputy
Director of the President [13,77]. In the same year, a deepfake
voice clone was used to scam a CEO of an energy firm out of
250K U.S. dollars [17]. In addition to these targeted attacks,
recent investigations also revealed that deepfake profiles were
actively used in state-sponsored campaigns [5, 37, 71, 72].

Prior research has explored the detection methods of artifi-
cially generated content [8, 74, 87, 91, 94] with a focus on a
single media type (i.e., either image or text) by searching for
algorithm-generated artifacts (e.g., unnatural facial features).
These artifacts are useful for detection but can be mitigated by
more advanced models; thus, this turns into a cat-and-mouse
game [66]. More importantly, these works do not address the
specific contexts of social engineering attack where human
users are in the loop. Users view artificial profiles holistically
to foster trust and semantic inconsistencies across different
media modalities (e.g., text, image) can make a difference.

In this paper, we fill in the gaps by studying user percep-
tions towards deepfake-generated social persona. We seek to
understand whether (and how) deepfake artifacts affect users’
trust and their decisions to accept or ignore a connection re-
quest. We also explore whether priming or training affects
user perceptions of deepfake profiles, which could inform
intervention strategies within online social networks. Finally,
we examine the common strategies users employ to assess
profile trustworthiness. Unlike existing efforts that study deep-
fake content in isolation (e.g., text only) [23, 25], we seek to
answer these questions within full social network profiles in
a social engineering context.
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We design a user study where users are instructed to review
a series of social network profiles (in the context of LinkedIn).
We control two key variables. First, we control artifact condi-
tions where we introduce different types of deepfake artifacts
into profile photos, biographies, and relational artifacts across
profile fields. Second, we control prompt levels where we
vary the information provided to participants before the study,
ranging from not informing participants about the existence of
deepfake profiles to training participants to look for artifacts.
Upon each encounter of a profile, participants are instructed
to rate the perceived trustworthiness of the profile, describe
the reasons for their ratings, and decide whether they would
accept or ignore a connection request from this profile. At the
end, participants describe their overall strategies for profile
assessment.

We collect results from n = 286 participants from Amazon
Mechanical Turk. We discover that users are largely vulnera-
ble to deception from deepfake profiles. Although generative
artifacts such as grammar errors, image errors, and incon-
sistencies between fields result in significant decreases in
trustworthiness and connection request acceptance, these re-
ductions appear insufficient to protect users. Under conditions
that result in the lowest average trust and acceptance rates, par-
ticipants are still neutrally trusting of the profile and 43% of
them accept the connection request. Under other artifact-laden
conditions, participants are positively trusting with connection
acceptance ranging from 56%–85%.

Additionally, by coding and analyzing the open-form re-
sponses from participants, we observe interesting behaviors
as they assess profiles. To summarize a few:

First, searching for inconsistencies in a profile is already
a strategy of some participants even without any prompting.
However, participants are primarily searching for inconsisten-
cies to assess an individual’s honesty rather than looking for
signs of algorithm-generated profiles. We also observe that un-
prompted participants often focus their attention on the wrong
profile sections (i.e., sections where deepfake algorithms are
least likely to introduce artifacts).

Second, participants have expressed different degrees of dif-
ficulty in assessing different media types. For example, after
some training, users can easily attribute the artifact in photos
as a clear indication of deepfake profiles. Conversely, even
after training, users are less certain about text artifacts (such
as incoherent writings) due to alternative explanations such
as poor writing/communication skills of the profile owners.
Text artifacts afford more plausible deniability.

Third, we also discover that prompting (or training) par-
ticipants to detect these artifacts may incite unintentional be-
haviors, causing false accusations against otherwise authentic
profiles or relying on stereotypes to make judgments.

Based on our findings, we end the paper by discussing im-
plications for social network platforms, social network mod-
erators, and future defenses.

2 Related Works and Research Questions

2.1 Related Work

Deepfakes for Abuse. Deepfakes (combining the words
“deep learning” and “fake”) [66] generally refer to syn-
thetic media generated by deep learning models such as
autoencoders [9, 52] and generative adversarial networks
(GANs) [36]. Deepfake models have been used for abusive
purposes such as modifying (or swapping) human faces in
images/videos [55, 69], generating fake social media com-
ments [29] or online reviews [47,93], and synthesizing human
voices to impersonate target users [34, 73].

Deepfake Artifacts and Detection. While the quality of
synthetic content is improving, deepfake models still pro-
duce artifacts, including human perceivable artifacts (e.g.,
unnatural hairs and accessories in face images) and invisi-
ble ones (e.g., statistical patterns introduced by generative
models). The detection of deepfake content has turned into a
“cat-and-mouse” game. While researchers constantly develop
techniques to detect artifacts in deepfake images/videos [7,74,
87, 91] and text [8, 94], future models are subsequently pro-
posed to remove such artifacts [66] or fool deepfake detectors
using adversarial examples [44].

Understanding User Perception. Recent works have ex-
amined users’ ability to distinguish human-created media
from machine-generated content, including text [23, 25], im-
ages/videos [39, 53], and audio [68, 70, 80]. However, these
studies only focus on a single media modality (e.g., only text
or only image); they do not investigate how users may utilize
multiple modalities within a user profile in a social engineer-
ing context. In addition, they do not investigate the varying
effects of training/prompting on user reactions.

Related works also study the perceived trustworthiness
of user profiles online [24, 28, 61, 62]. Most focus on real
profiles and study the impact of topic choices [61], linguistic
styles [62], and profile images [28] on the profiles’ perceived
trustworthiness. A recent work [45] also uses real profiles
from Airbnb (text portion only) but primes users by telling
them that some profiles are AI-generated. They find that such
priming can significantly decrease users’ trust towards these
real profiles. Different from existing studies, we use profiles
generated by deepfake models (including both images and
text) to holistically examine their impact on user trust.

2.2 Our Motivations

Why Study Deepfake Profiles. Our study is motivated by
the following considerations.

First, deepfake profiles, when used for social engineer-
ing, have a natural advantage against existing defenses. Prior
works (including those from LinkedIn [89]) show that existing
Sybil (fake) profiles are usually generated using hard-coded
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templates and stock photos [35, 81, 86], which can be eas-
ily spotted (by human labelers [86]). Stock images can be
detected via Google’s reverse image search [6] and text tem-
plates can cause high similarities among Sybil profiles [89].
Deepfakes can circumvent these methods as they generate
original text/images without reusing similar text or stock pho-
tos.

Second, deepfake profiles have the potential to effectively
deceive users. While comparing deepfake profiles with ex-
isting Sybils is not a focus of our study, we believe such a
comparison is useful. As such, in Appendix B, we present a
secondary user study we conducted which shows that deep-
fake profiles (even with artifacts) have more success in gain-
ing users’ trust than real-world Sybil profiles.

Third, deepfake profiles have started to be used in real-
world social engineering attacks and deception campaigns.
For instance, a deepfake profile has successfully infiltrated
Washington’s political circle, connecting with politicians and
government officials [13, 77]. In other examples [37, 71], in-
vestigators find that deepfake profiles were used in Russian-
operated campaigns that target U.S. users. While this is not
a typical “targeted” social-engineering attack, it represents a
dedicated attempt for deception and opinion manipulation.

Our Research Questions. We seek to understand user per-
ception of deepfake profiles and their affect upon social engi-
neering attacks in online social networks. We ask the follow-
ing research questions:

RQ1 Do deepfake artifacts or priming (training) influence
the perceived trustworthiness of a profile?

RQ2 Do deepfake artifacts or priming (training) influence
user decisions on accepting a connection request1?

RQ3 What common strategies do users employ to assess the
trustworthiness of a profile?

3 Methodology

We conduct an online user study where participants are in-
structed to examine a series of social network profiles. In this
experiment, we consider 5 profile conditions (within-subjects)
where we either present a consistent profile or a profile with
one of four deepfake artifacts (i.e., artifact variable). Partici-
pants are also exposed to one of three different prompt levels
(between-subjects) where they receive different information
about deepfake profiles and artifacts (i.e., prompt variable). In
the following section, we describe our experimental scenario,
our profile generation method, and our user study procedure2.

1We are interested in connection requests because they are usually the
first step in conducting phishing and can help an attacker make lateral move-
ments within an organization. For instance, an attacker may establish several
connections with company employees before reaching a CEO.

2Due to space, we provide supplementary materials online [65].

3.1 Experimental Scenario

We design our study around the LinkedIn social network
for two reasons. First, fake LinkedIn profiles are commonly
used in social engineering [4] and deepfakes are found to
facilitate such efforts [13, 77]. Second, LinkedIn users expect
unsolicited connection requests (e.g., from recruiters).

We develop a role-playing scenario for the study, which is
a commonly used method to study phishing susceptibility [54,
63, 79, 88]. To construct our scenario, we reference real-
world phishing incidents which happened during a company
merger or acquisition [30, 42, 56], a time when employees
expect (unsolicited) communications from people in different
organizations and third-party services (e.g., law firms) [30].
Based on real-world incidents, we use the following scenario:

You are a project manager at the fictional startup com-
pany “Pear Co”, which has recently undergone a merger
with another company, “Bird Inc”. You have received a
number of connection requests on LinkedIn with profiles
that say they are currently working at Bird Inc. This is
your first time meeting these users.

We choose to employ role-playing as it allows us to put par-
ticipants in a scenario where the profiles they encounter are
relevant to their persona (i.e., potential colleagues during a
company merger). In order to study social engineering attacks
without role-playing, we would need to create profiles that
cater to each individual participant, which is infeasible.

3.2 Constructing Social Network Profiles

For our study, we methodically construct LinkedIn profiles
using deepfake models. As shown in Figure 1, a LinkedIn
profile contains several important fields such as a name, a
profile image, a biography/summary (i.e., “About”), a job
history (i.e., “Experience”), and an educational history (i.e.,
“Education”). To generate profiles, we first decide on a set of
professions, and then train deepfake models to populate the
profiles with generated images and text.

Selecting Professions. We select the profiles’ professions
such that the profession is relevant to the “company merger”
scenario and is at an appropriate position to interact with
the participant’s role. Following the occupational groups de-
fined by U.S. Bureau of Labor [2], we select three professions
from three different departments: a Human Resource Man-
ager (“HR”), a Database Administrator (“IT”), and a Billing
Manager (“Fin”).

Generating Deepfake Text and Images. Our goal is not
necessarily to advance the state-of-the-art for deepfake gen-
eration, but rather to control the “artifacts” in the generated
profiles to study user perception.
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Using a profile image 

that contains artifacts 

The age of the person in the 
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Consistent Profile1Intra-field: Image2

Inter-field: Image3

Intra-field: Text4
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semantic textual errors in the 

bio description (”about”)

Inter-field: Text5

Introducing relational errors 

between profile bio and other 

fields, such as incorrect reference 

to school, degree, and 

work experience

Figure 1: Profile Artifact Conditions – We have 5 conditions: 1 consistent profile condition and 4 conditions with profile artifacts.

First, to generate profile images, we use a popular gen-
erative model, StyleGAN2 [50]3. We train the model with
a public human-face dataset [49] using the recommended
configurations.

Second, we generate the “About” section, which is free-
form text. Although there are pre-trained text generation mod-
els, most of them are too generic to be generate a LinkedIn
summary. Instead, we take the GPT-2 model [75] and perform
fine-tuning4 using the public resume database from Might
Recruiter [1]. We take a standard 12-layer GPT-2 as the base
and fine-tune it for 20 additional epochs. For each of the three
professions, we gather 1,200 resumes where each resume
includes a bio-summary, an educational history, and a job his-
tory. Using the summary text, we train a customized GPT-2
model for each profession. We further apply nucleus sampling
(p = 0.9) to improve text fluency and coherence [43].

Third, we use gender-neutral names for the profiles to avoid
causing inconsistencies with the profile images. We construct
a pool of 7 gender-neutral English names [83], including
“Alex”, “Sam”, “Lee”, “Chris”, “Terry”, “Pat”, and “Robin”.

Finally, the rest of the data fields (e.g., educational history
and job history) can be constructed by sampling the corre-
sponding entities from Might Recruiter resume dataset.

3.3 Controlling Profile Artifacts
To study how different artifacts affect user trust, we explicitly
control the artifacts in generated profiles. As shown in Fig-
ure 1, we have five profile conditions, including one consistent

3We choose StyleGAN2 (for image generation) and GPT2 (for text gen-
eration) because (1) these models are publicly available (meaning they are
also available to attackers) and (2) these models have been used to generate
abusive deepfakes in practice [3, 37, 72].

4We did not use the GPT-3 model [14] as the API was not yet open to the
public (GPT-3 is also expensive to retrain). We manually confirm that the
text artifacts used in our study still exist in GPT-3 outputs.

Image w/

Artifacts

Image of

Younger Age

(15F, 15M) (15F, 15M) (15F, 15M)

Base

Text

Text Intra-F

Artifacts

Text Inter-F

Artifacts

(HR, IT, Fin.)

Image Data Profile Text Data

Name Data

Gender Neural Names (7 Names)

Consistent
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1 Intra-field:

Image

2 Inter-field:

Image

3 Intra-field:

Text

4 Inter-field:

Text

5
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Image

(HR, IT, Fin.) (HR, IT, Fin.)

Figure 2: Profile Construction Method – To construct a pro-
file, an image is randomly selected from one of the three image
pools (each image pool has 15 female photos and 15 male photos), a
gender-neutral name is random selected from a pool of 7 names, and
a profile text template is selected from three text pools (each text
pool has 3 templates, one template per profession: HR, IT, and Fin).

profile and four profiles with deepfake artifacts. We consider
inconsistencies that commonly arise from the use of deepfake
models. We investigate two intra-field inconsistencies that
are the result of isolated mistakes within the free-form text
summary and the profile image, and two inter-field inconsis-
tencies that are the result of semantic differences between a
generated data field and another field in the profile.

The Building Blocks. Figure 2 shows the basic building
blocks used to construct profiles under each condition. At the
high-level, we have a dataset of profile images, including three
image pools (each pool has 15 female and 15 male images).
Then we have a dataset of profile text templates, including
three template pools (each pool has three templates for HR,
IT, and Fin, respectively). Each text template contains an
“About” summary and the experience and education sections.
Finally, we have a set of gender-neutral names. Each time
we construct a profile, we randomly select one image from a
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specified image pool, one text template, and one random name
for the profile. In the following, we introduce each dataset
and condition in detail5.

¶ Consistent Profile. Consistent profiles are constructed
without using any deepfake content. As shown in Figure 2, a
consistent profile is constructed with the base text and base im-
age pools that contain real photos and real resume text. More
specifically, base images are real photos randomly selected
from the training dataset of human faces [50], including 15
male and 15 female images. We ensure these images are (1)
professional, (2) smiling, and (3) between the ages of late 20s
to early 40s. Note that (1) is informed by common profile
photos used in LinkedIn, (2) is informed by a recent study that
shows smiling photos could improve perceived trust [28], and
(3) is to make sure the person’s age roughly matches the job
experience. To account for potential bias towards any specific
image, a random image from this base image pool will be
selected to generate a “consistent profile” during our study.

For the text, we construct the “About” summary, education
history, and work experience based on real resumes in the
Might Recruiter dataset. Given a profession, we randomly se-
lect 3 resumes and manually synthesize them into a single pro-
file (to protect the resume owner’s privacy). Even though the
resume data is publicly available, we did not use the original
resumes directly. We ensure that no semantic inconsistencies
are introduced, i.e., the summary always correctly references
the items in the experience/education sections. We also re-
place their current company name with Bird Inc to match
our study’s scenario (Section 3.1). The summary is between
80-120 words in length [61]. The work experience is between
6-12 years to match with the age of the profile images.

Finally, as mentioned before, a gender-neutral name is ran-
domly selected for the profile. A screenshot of an example
profile page is in Figure 8 in the Appendix.

In this study, we construct “consistent profiles” as the base-
line as they do not contain any deepfake image/text. We did
not directly use real LinkedIn users’ profiles because it would
require crawling a representative set of user profiles, which is
against LinkedIn’s Terms of Service [59]. In our experiment
(Section 4.2), we show that the acceptance rate of friend re-
quests from our consistent profiles is comparable with those
of real users reported in prior works6.

· Intra-field: Image Artifacts. These profiles are con-
structed similarly with consistent profiles with one key
difference—we use deepfake images generated by StyleGAN
that contain artifacts. Figure 3 shows some example artifacts
produced by StyleGAN such as malformed faces, distort-
ed/asymmetric accessories, and blurry backgrounds. We select
30 generated images (15 female, 15 male) with noticeable

5Profile screenshots can be found in the supplementary material [65].
6Our consistent profiles have an acceptance rate of 90% (see Figure 6),

which is within range of the acceptance rate of cloned profiles of real people
(60%–90%) [10] and is comparable to that of real user profiles (79%) [92].

Colorful Blobs Distorted Accessories Distorted Background Asymmetry

Figure 3: Image Artifacts Examples – We show example im-
ages produced by StyleGAN2 that contain visual artifacts.

Versatile, dependable and technically proficient Accountant/Bookkeeper who 

works seamlessly with both a deadline and background in accounting. Versatile 

Accountant/Bookkeeper with over 11 years in service, distribution, pension and 

health administration and has included accountability for the entire accounting 

and payroll process for a staff of 60. Bachelor’s degree in accounting or related

skill set. Level 2 or higher in accounting proficiency. Scaled experience by 8 and

Over. Currently working part-time as a Billing Manager at Bird Inc, then full-time 

part-time.

works seamlessly with both a deadline and background in accounting. Versatile 

Versatile, dependable and technically proficient Accountant/Bookkeeper who 

works seamlessly with both a deadline and background in accounting. Versatile works seamlessly with both a deadline and background in accounting. Versatile 
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Over. Currently working part-time as a Billing Manager at Bird Inc, then full-time Over. Currently working part-time as a Billing Manager at Bird Inc, then full-time 

Versatile, dependable and technically proficient Accountant/Bookkeeper who Versatile, dependable and technically proficient Accountant/Bookkeeper who 

skill set. Level 2 or higher in accounting proficiency. Scaled experience by 8 andskill set. Level 2 or higher in accounting proficiency. Scaled experience by 8 and

Over. Currently working part-time as a Billing Manager at Bird Inc, then full-time Over. Currently working part-time as a Billing Manager at Bird Inc, then full-time 

part-time.

Figure 4: Text Artifacts Example – The example is picked
from a text template used in our user study. We highlight the text
that is incohesive, repetitive, or out of context.

artifacts to represent a “worse-case” scenario for attackers.
These images follow the same selection criteria as those for
the base images (i.e., professional, smiling, and with an age
from late 20s to early 40s).

¸ Inter-field: Image Artifacts. This condition introduces
an inter-field inconsistency between the age shown in a profile
image and the age implied by a profile’s work experience. The
intuition is that the age of a user is often correlated to their ed-
ucational and work experience (e.g., it is rare for a 19-year-old
to be a bar-certified lawyer). We select 30 generated images
by StyleGAN (15 female, 15 male) that appear to be in their
late teens or early 20s and thus unlikely to hold the positions
described in our base text. We also ensure these images do
not have perceptible artifacts. The rest of the selection criteria
remain the same with those of the base images.

¹ Intra-field: Text Artifacts. This condition introduces
artifacts to the “About” section. Instead of using text from
real resumes, we use GPT-2 generated text that contains com-
mon grammatical and semantic errors (e.g., repetition of wo-
rds/phrases, and incoherent/conflicting train of thought). Fig-
ure 4 shows an example summary used in our study.

º Inter-field: Text Artifacts. This condition introduces an
inter-field inconsistency between the “About” section and the
job/education history sections. These errors include incorrect
references to educational degrees they received (or companies
they worked at) and skills that do not match with their stated
profession. To create such summary text, we feed our GPT-2
model with the original, consistent text up to a key reference
(e.g., to a job) and use GPT-2 to generate new text to replace
the original reference; GPT2 is then fed again with the newly
generated text until we reach another reference. The process
continues until we reach the end of the original summary
text. This method ensures that the overall structure remains
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similar to the original, consistent text while the references are
replaced with authentic GPT-2 generated text. We also correct
any grammar errors in the generated text.

3.4 Prompting Users
To understand the impact of user prompting/training, we di-
vide participants into three groups (between-subjects). We
expect the results from different prompt groups can help in-
form intervention strategies for online social networks.

• No Prompt: We do not mention that the profiles could
be algorithm generated nor ask users to look for potential
artifacts. The tutorial page only briefly introduces the
background of LinkedIn and its profiles.

• Soft Prompt: We additionally inform participants dur-
ing the tutorial that some profiles may be fake, i.e., gen-
erated by Artificial Intelligence (AI). However, we do
not provide specific information on what fake profiles
look like or how to detect them.

• Hard Prompt: We inform participants that some pro-
files may be fake and include a detailed tutorial to de-
scribe deepfake techniques and common artifacts in gen-
erated images and text.

3.5 Experimental Design
Our study controls two variables: (1) prompt level (between-
subjects) and (2) artifact condition (within-subjects). First,
participants are divided into three prompt groups. Then, each
participant is instructed to view three profiles and answer a set
of questions. The three profiles include one consistent profile
(¶), one profile with intra-field artifacts (randomly choosing
intra-field image · or text ¹), and one profile with inter-field
artifacts (randomly choosing inter-field image ¸ or text º).
To make sure participants do not view any repeated profile
elements, we have ensured that the three profiles (1) cover all
three professions (HR, IT, and Fin), and (2) do not use the
same profile image or name. We also randomize the order of
the three profiles to avoid biases.

Study Procedure. First, the participant reads and signs
the consent form and reads a tutorial page. The tutorial page
varies based on the prompt group (see Section 3.4). Then, the
participant enters the main task to play the role of a project
manager in the company merger scenario (see Section 3.1).
The participant examines three LinkedIn profiles and answers
questions under each profile. Finally, we ask follow-up ques-
tions and collect their demographic information. The ques-
tions used in our study can be found in Appendix A.

Definition of Trust. A key component of our study is to
assess trust. Theoretical literature on trust [46] typically de-
fines trust as the relationship between two parties that denotes

one party’s (the “Trustor”) willingness to take a risk with
another party (the “Trustee”) given that they cannot control
the actions of the other party (e.g., loaning a book to a friend
with the expectation that they will return it). Characteristics
of both the trustee and the trustor are considered to impact
the overall trust relationship; our study considers both.

The perceived “trustworthiness” of the Trustee (i.e., a pro-
file) is the focus of study. We follow Mayer et al.’s integrated
definition [64] which postulates that trustworthiness is a com-
bination of three factors that the Trustor perceives in the
Trustee: The Trustee’s adherence to a set of principles (In-
tegrity), the Trustee’s skill and competence (Ability), and
the Trustee’s intent to do good to the Trustor (Benevolence).
We measure these qualities when a participant encounters a
profile in the main task of our study.

The characteristic of a Trustor (i.e., the participants in our
study) is typically defined as the general propensity to trust
others (or one’s “generalized trust”). In other words, different
people may be more or less trusting of others. We measure this
participant-specific quality within the follow-up questions.

Main Task Questions. Upon viewing each profile, the
participant will answer five questions (see Appendix A.1).

Three of these questions directly measure the participants
perception of integrity, ability, and benevolence in the pre-
sented profile, which collectively measure the perceived “trust-
worthiness” of the profile. Like prior works [15, 45, 61], we
use three scenario-specific statements to directly map to each
quality and ask participants to state their agreement on a scale
from [0–100]: “This profile is an accurate depiction of the
user ” [Integrity; Q1]; “This user is knowledgeable in their
role as a [Database Administrator / Human Resource Man-
ager / Billing Manager]” [Ability; Q2]; “This person will
make newcomers feel welcome” [Benevolence; Q3]. Then,
we ask participants for an open-form response regarding the
profile-specific reasons behind their trust ratings [Q4], and a
binary response on whether they would accept or ignore the
connection request from this profile [Q5].

Follow-up Questions. After the main tasks, we ask a series
of follow up questions (see Appendix A.2), including their
general strategies to assess profiles [Q6], and their “general-
ized trust” [Q7–Q9] (inspired by [45]). We also collect users’
background knowledge in the relevant professions, social net-
work habits, and demographic information.

Attention Check and Action Tracking. To make sure the
obtained results are reliable, we design two attention ques-
tions. On each profile page, we implement JavaScript code
to record the amount of time a user hovers over notable sec-
tions on the page and their interaction events with the profile
(e.g., image expansion). The results will be used to infer user
actions and their center of attention in later analysis.
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Figure 5: Profile Trust Score – We show the box plot of profile trust scores (based on Q1, Q2, Q3) under different prompt and artifact
conditions. The line (and dot) inside the box represents the median (and mean) trust score, the box hinges represent the first and third quartiles,
and the whiskers extend up to 1.5 times the inter-quartile range.

3.6 Recruitment and Ethics
We recruited participants from Amazon Mechanical
Turk (MTurk) between March and April of 20217. We did
not collect any personal identifiable information (PII) from
the participants. After the study, we debriefed the participants
with the full details of the study. We also offered the partic-
ipants the opportunity to withdraw their data after debrief-
ing (we did not receive such requests). To get high-quality
MTurk workers, we recruited U.S. workers who have com-
pleted at least 100 tasks successfully with an approval rate
greater than 95%. Participants were excluded if they failed
one of two attention checks and then were further verified to
be dishonest8. In total, we had n = 286 qualified participants.

Participants ranged in age between 20-70+ with a median
of 35-39 years old; 60% identify as male, 39% as female, and
1% as non-binary. The survey took a median of 12.95 minutes
to complete, and each participant was compensated $1.75 for
their time. Full demographic information of participants is
presented in the supplementary material [65].

4 Impacts on Trust and Request Acceptance

We first analyze how deepfake artifacts and prompting condi-
tions affect the perceived trustworthiness of a profile (RQ1)
and the likelihood of friend request acceptance (RQ2).

In addition to the primary variables, we also analyze other
potentially influential factors. We expect an individual’s gen-
eralized trust (their propensity to trust others) to affect the
perceived trustworthiness of a profile and thus the response
to the friend request. Additionally, we evaluate how the de-
mographic information of the individual may influence trust.
We consider age and gender given they are reported to have
an impact in prior phishing-related studies [20, 58, 79]. For

7Our study was reviewed and approved by the IRB prior to recruitment.
8We manually inspect the open-form responses and exclude those with

irrelevant single-word answers, answers copied from online sources, and
duplicated answers across multiple participants.

brevity, the analysis of other factors such as education back-
ground, professional experience, and social media experience
is presented in the supplementary material [65].

4.1 Perceived Profile Trustworthiness

For each profile, participants rate their trustworthiness by
assessing the integrity [Q1], ability [Q2], and benevolence
[Q3] of the profile. While these factors are theoretically or-
thogonal [64], we find a strong positive pair-wise correlation
between these measured factors (R >= 0.71, p < 0.001 for
all correlations). Similar to past work [15, 45, 61], we aggre-
gate these factors by defining a “trust score” as the mean of
these variables to simplify the analysis. The trust score has a
value range of [0,100]. This score associates values less than
50 with a general distrust towards the profile, greater than 50
with a general trust, and equal to 50 with a lack of opinion.

Figure 5 shows a box plot of the trust score. General trends
can be observed in the descriptive statistics. For example,
“Hard”-prompted profiles are generally perceived as the least
trustworthy (x̄ = 63.3, s = 27.3)9 followed by “Soft” (x̄ =
68.4, s = 22.8) and “No” prompt (x̄ = 74.4, s = 17.4).

Surprisingly, in nearly all cases of prompting and artifact
conditions, the average trust score of profiles is relatively posi-
tive (i.e., over the value of 50), denoting that most participants
are trusting of presented profiles.

Modeling and Results. To quantify these effects, we use
linear mixed-effects regression (or LMER) modeling. Regres-
sion is a common tool for statistical significance tests on a
set of explanatory variables where we can isolate the effect of
one variable while keeping other variables constant [67]. Un-
like traditional linear regression, LMER can model random
effects, allowing for non-independence between measured
outcomes. Given the repeated-measured design of our study,
this modeling is most appropriate.

9x̄ denotes sample mean; s denotes sample standard deviation.
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Variable Estimate (β) Std. Err. p-value

Intercept 75.118 3.005 <0.001***

Prompt (Reference = Soft Prompt)
No Prompt 5.187 2.019 0.011*
Hard Prompt -4.447 2.024 0.029*

Artifact (Reference = Consistent)
Inter Image -2.018 2.093 0.335
Inter Text -10.700 2.072 <0.001***
Intra Image -12.334 2.079 <0.001***
Intra Text -7.207 2.089 <0.001***

Gender (Reference = Female)
Male -2.317 1.703 0.175
Non-Binary -8.664 8.287 0.297

Age 0.027 0.436 0.951

Generalized Trust 0.388 0.053 <0.001***

Table 1: Trust Rating Analysis – Linear mixed-effects regres-
sion model. The unit for estimate and standard error is the aggregated
trust score. “Age” (in units of 5 years) and “Generalized Trust” are
numeric and thus do not have a reference group. Significance is
denoted by *** (p < 0.001), ** (p < 0.01), and * (p < 0.05).

We model the profile artifact, prompting condition, general-
ized trust, and demographics10 of a participant as fixed effects
upon the measured trust score. Additionally, to account for
the fact that each participant responds to multiple profiles and
thus introduces non-independence between ratings, we model
each participant as a random effect upon the trust score.

The model is summarized in Table 1. Estimates (β) are the
regression coefficients which represent the mean change in
the output variable given a one-unit shift in the input vari-
able while holding other input variables constant. A positive
estimate indicates a positive correlation. Standard errors are
represented in units of the aggregated trust score (ranging
from 0 to 100), The p value represents the likelihood that the
observed differences are caused by chance. The difference is
considered statistically significant when p < 0.05.

We find that all prompt levels have significant effects on the
trust score. The trust score under No prompt is significantly
higher in comparison to that under Soft prompt (β = 5.187,
p < 0.05). This indicates that simply making users aware that
some profiles are algorithm generated (without revealing the
characteristics of the fake profiles) will reduce users’ trust. We
also find a significant decrease of trust when comparing Soft
prompt to Hard prompt (β =−4.447, p < 0.05). The result
implies that user training will further reduce trust by showing
what deepfake content and their artifacts look like.

To evaluate whether prompting causes a “spillover effect”
and significantly affects the trust of consistent profiles, we run
an ANOVA test. Over all consistent profiles, no statistically

10The two participants that did not disclose their demographics were
excluded from all modeling analysis.

significant differences in trust are found with respect to the
prompt conditions of No (x̄ = 76.8, s = 16.0), Soft (x̄ = 73.3,
s = 18.0), and Hard (x̄ = 72.1, s = 21.6) as determined by
a one-way ANOVA: F(2,281) = 1.595; p = 0.205. In other
words, while we find evidence that prompting decreases the
trustworthiness over all profile conditions (Table 1), we do
not find evidence that prompting significantly affects the trust-
worthiness of consistent profiles.

Observation 1: User prompting can decrease participants’
trust towards the profiles overall. However, we do not find
evidence that such an effect is significant on consistent
profiles.

A number of artifact conditions significantly decrease the
perceived trustworthiness of a profile, including intra-field
image artifacts (β =−12.334, p < 0.001), intra-field text ar-
tifacts (β =−7.207, p < 0.001), and inter-field text artifacts
(β =−10.700, p < 0.001). We do not find evidence that inter-
field image artifacts (where a photo appears younger than the
age implied in the work experience) significantly affect the
trust score. The results suggest that a range of artifacts should
be carefully handled by the attackers if they want to generate
deepfake profiles to gain users’ trust.

Finally, we find that self-reported generalized trust11 is
positively associated with the instance-specific trust rat-
ings (β = 0.388, p < 0.001), which is consistent with prior
works [64]. We find no evidence of either participant gender
or age significantly affecting the resulting trust score.

Observation 2: Intra-field artifacts (in image and text)
and inter-field text artifacts can decrease participants’ trust
towards a profile.

4.2 Profile Acceptance
After viewing and rating a profile, we ask participants whether
they would accept or ignore the connection request sent by
this profile [Q5].

Figure 6 shows the acceptance rate broken down by prompt
level and artifact condition. For No-prompt condition, the
consistent profiles have an acceptance rate of 90%; the ac-
ceptance rates of deepfake profiles (regardless the artifact
conditions) are also fairly high (79%–85%). However, for
Soft- and Hard-prompt conditions, the acceptance rate seems
to be lower for certain artifact conditions. In particular, pro-
files with intra-field image, intra-field text, and inter-field text
artifacts under Soft and Hard prompt, appear to be the least
accepted by participants with acceptance rates between 43%–
71%.

Modeling and Results. To determine the factors that signif-
icantly affect profile acceptance, we use mixed-effects logistic

11Similar to the measured trust score, the generalized trust score is a mean
aggregation of the three generalized trust factors [Q7-Q9].
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Figure 6: Request Acceptance Rate – Profiles’ request accep-
tance rates (based on Q5) under different prompt/artifact conditions.

Variable Estimate (β) Std. Err. p-value

Intercept 1.702 0.350 <0.001***

Prompt (Reference = Soft Prompt)
No Prompt 0.761 0.228 <0.001***
Hard Prompt -0.163 0.201 0.418

Artifact (Reference = Consistent)
Inter Image -0.570 0.282 0.043*
Inter Text -1.142 0.263 <0.001***
Intra Image -1.525 0.264 <0.001***
Intra Text -1.092 0.264 <0.001***

Gender (Reference = Female)
Male -0.026 0.180 0.887
Non-Binary 0.516 0.940 0.583

Age 0.025 0.047 0.589

Generalized Trust 0.023 0.006 <0.001***

Table 2: Request Acceptance Analysis – Logistic mixed ef-
fects regression model. The unit for estimate and standard error
is log odds scaled. Significance is denoted by *** (p < 0.001),
** (p < 0.01), and * (p < 0.05).

regression. Logistic regression is appropriate because the
outcome variable is binary — in our case, either profile accep-
tance (1) or rejection (0). Under this model, we include the
profile artifact, prompting condition, generalized trust, and
demographics of a participant as fixed effects and set each
participant as a random effect upon the acceptance outcome.

Table 2 shows the estimates and standard error in log odds
scaled units to represent the probability of acceptance. We
find that participants with the No prompt are associated with
significantly higher log odds of profile acceptance compared
to participants with the Soft prompt (β = 0.761, p < 0.001).
However, we do not find evidence that the Hard prompt further
significantly decreases the likelihood of acceptance compared
to the Soft prompt (β =−0.163, p = 0.418). This implies
that just making users aware that deepfake profiles exist can
already provide some degree of protection.

Observation 3: Knowledge of the existence of deepfake
profiles can already decrease participants’ likelihood to
accept connection requests.

We find that all artifact conditions led to a significant
reduction in the likelihood of request acceptance. Inter-
estingly, inter-field (β =−0.570, p < 0.05) and intra-field
(β =−1.525, p < 0.001) image artifacts show the small-
est and largest decrease on profile acceptance, respectively.
Both the inter-field (β =−1.142, p < 0.001) and intra-field
(β =−1.092, p < 0.001) text artifacts have a much closer
effect size that lies between the range of the image artifacts.

Like before, generalized trust of a participant is found to
be a significant factor that affects a participant’s likelihood
to accept the connection request (β = 0.023, p < 0.001). We
find no evidence to suggest that either participant gender or
age significantly affects profile acceptance.

Observation 4: Both intra-field artifacts and inter-field
artifacts, alongside prompting, can decrease the likelihood
of a participant accepting a friend request.

4.3 Comparison of Different Artifacts
So far, we have compared the impact of different artifacts
against the “consistent” profiles. Next, we evaluate whether
these artifacts are significantly different among one another.
To determine differences between treatments, we run a post-
hoc comparison of the estimated marginal means produced
by the models. We use the Bonferroni correction [41] because
it allows us to make multiple pairwise comparisons of treat-
ments without inflating false positives. Due to space limit, we
only summarize our main observations, and the detailed anal-
ysis results are presented in the supplementary material [65].

Overall, we do not observe a clear pattern, except that inter-
image artifacts (i.e., age inconsistencies between the profile
image and the rest of the profile) have a lower impact on trust
and acceptance than other artifacts. A possible explanation
is that it is already common for people to use a photo of
younger appearance on LinkedIn for impression management
or reduce age discrimination during job seeking [31, 51], and
thus, age inconsistencies have a lower impact on users’ trust.

5 Reasoning and Strategies of Participants

In this section, we focus on the last research question (RQ3)
and analyze participants’ open-text responses to understand
the reasons for the trust ratings of individual profiles [Q4]
and their general strategies to assess profiles [Q6]. Open re-
sponses are analyzed via thematic analysis [12]. For both
questions, a primary coder is assigned to code the collected
responses and develop a codebook. A secondary coder then
independently codes 15% of previously coded responses to
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determine inter-coder agreement via Cohens-κ. When high
agreement (κ > .7) is not reached, both coders meet up to
discuss disagreements, make codebook improvements, and
use the newly developed codebook to re-code each analyzed
response. This process is repeated until high agreement is
met. The resulting codebooks and the counts of each code
are provided in the supplementary material [65]. In total, we
code all n = 858 responses for Q4 (κ = 0.87) and n = 286
for Q6 (κ = 0.72) in our analysis12. Since we observe similar
results under Soft- and Hard-prompt conditions, we simply
refer them as “prompted” condition if not otherwise stated.

5.1 Profile Assessment Reasoning

Under each profile, we ask participants to point out aspects of
the current profile that strongly influenced their rating [Q4].
n = 858 responses are thematically coded based on whether
the participants referred to each user-interface (UI) element,
whether they mention an inconsistency, and their overall feel-
ing towards a profile.

Areas of Focus. Combining all conditions, most responses
(n=478; 56%) mention the “Experience” section as an im-
portant consideration. Participants tend to use experience to
judge the professional capabilities of a user, e.g., “the ‘Experi-
ence’ section as it indicated not only that [the user] has more
than 8 years of experience in human resources, but that the
majority of that time has been spent in his current position as
the HR manager at Bird Inc” (P108).

The second most mentioned UI is the “About” section
(n=304; 35%). Participants often use the “About” section
to assess professional and personal qualities, e.g., “well writ-
ten description [not only] highlights [the users’] experience
but her as a person” (P115).

In comparison, fewer responses mention the profile images
(n=153; 18%), “Education” section (n=139; 16%), the name
(n=6; 1%), or connection number (n=1; <1%).

The overall results suggest that participants tend to put
more attention to the “Experience” section than the “About”
and profile image sections. Note that the experience section is
highly structured. One possible explanation is that the struc-
tured list can be used as heuristics or mental shortcut, which
reduces the cognitive load. However, this also leads to an
important implication. Well-structured sections such as “Ex-
perience” are easier to generate using algorithms without
introducing artifacts. In comparison, free-format text and im-
ages are harder to generate, and yet these sections do not draw
as much user attention. The result is further supported by the
mouse tracking data (Table 3).

Comparing prompted and non-prompted groups, we ob-
serve prompting seems to slightly change participants’ area of

12We have n = 286 participants and thus receive 286 responses for Q6.
Each participant views 3 profiles and answers Q4 for each profile, which
produces 858 responses for Q4.

Metrics No Soft Hard

Profile Image (expand) 12% 17% 40%
Experience (expand) 36% 28% 30%

About (hover over) Mean 4,841 4,486 7,341
Median 611 331 989

Experience (hover over) Mean 7,760 6,646 6,584
Median 3,376 1,872 1,912

Education (hover over) Mean 1,564 1,957 1,695
Median 125 133 128

Table 3: Mouse Tracking Results – The top two rows report the
percentage of participants that clicked on the UIs to expand profile
images and the experience items. The bottom three rows report the
mouse hover-over time (median and mean) in each UI section for
“About”, “Experience”, and “Education” in milliseconds. After the
Hard prompt, users are more likely to look for artifacts in profile
images and the “About” text.

focus. For example, more participant responses mention pro-
file images and the “About” sections under the Hard prompt
than the No prompt. This observation is also supported by the
mouse tracking data (Table 3).

Observation 5: Participants pay more attention to the well-
structured lists in the “Experience” section of a profile
where generative algorithms are less likely to leave arti-
facts.

Artifacts Noticeability. To see how often artifacts are cor-
rectly noticed by participants, we focus on different artifact
conditions (over all prompt levels) to analyze their responses.

First, intra-field text artifacts (e.g., grammar errors and rep-
etitions) are noted in some responses (n=19; 13%). However,
for both unprompted and promoted participants, they often at-
tribute the artifacts to a lack of communication/writing skills.
One unprompted participant mentions: “his About section is
honest, but it contains extraneous information that make him
seem less interested in putting out a career focused LinkedIn
profile” (P189). One prompted participant notes: “the de-
scription is repetitive and doesn’t seem all that intelligent or
knowledgeable” (P59).

Intra-field image artifacts are also noted in some responses
(n = 30; 21%). For unprompted participants, while these arti-
facts cause confusion, they do not appear to greatly affect user
decision. For example, “The profile looks excellent but I am
wondering about her photo what’s going on with that?” (P43)
and “Again, it’s the photo that is bothering me. Are they wear-
ing a hat? I cannot tell” (P156). After prompting, participants
who saw such artifacts often immediately identify them as
signs of an artificial profile, e.g., “the picture is very off - this
looks like an AI-generated picture to me” (P215) and “the
hair is very weird and seems AI like” (P51).

We observe that the text and image artifacts (intra-field) ap-
pear to have different effects. Even after the Hard prompt, par-
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ticipants often have difficulties telling whether the observed
text artifacts are the result of deepfake algorithms or of poor,
but genuine, writing/communication skills. In contrast, after
prompting, it is easier for the participants to attribute image
artifacts because there are no other plausible explanations.

Observation 6: After prompting, participants can attribute
intra-field image artifacts to fake profiles. However, they
often find alternative explanations for intra-field text arti-
facts (e.g., poor writing/communication skills of the profile
owner). These alternative explanations make it difficult to
attribute intra-field text artifacts to fake profiles.

Inter-field text artifacts are also noted in some responses
(n=27; 19%). Without prompts, participants express concerns
but do not consider them as signs of fake profiles, e.g., “I was
worried that his background (legal) did not seem to match the
jobs he’s held. I am worried about his commitment” (P37).
After prompting, users are better at attributing such inter-
field inconsistencies. For example, “She is told about she was
entrepreneur and she working different projects. i guess that
this resume was fake” (P62) and “None of this persons about
section was consistent with their role at Bird Inc. It appears
to be completely fabricated or AI” (P237).

Lastly, inter-field image artifacts are hardly noticed (echo-
ing our findings in Section 4). Across all conditions, only one
participant explicitly notes this inconsistency: “The individual
looks very young in his profile image. Doesn’t really align
with what I was expecting after reading their bio and looking
over their experience and education” (P93).

Observation 7: While participants have difficulties at-
tributing intra-field text artifacts to fake profiles, they can
attribute relational inter-field text artifacts after prompting.

5.2 Unexpected Perceptions of Artifacts
While prompting did not result in a significant difference in
trust for “consistent” profiles (Observation 1), we still observe
that prompted users occasionally perceive qualities within real
images/text as signs of algorithm-generated artifacts [Q4].

Perception of Non-Existent Artifacts in Images. For pro-
files that only used real human images (n = 572), a few par-
ticipants’ responses (n=14; 2%) mention that AI-generated
artifacts in the image affect their ratings.

When shown the image in Figure 7a), one Hard-prompted
participant misinterprets the shoulder of another off-image
person as algorithm-generated artifact: “There is something
wrong with the applicant’s photo...the detail of one of her
shoulders is impossible” (P224). When shown the same im-
age, another Hard-prompted participant notes a small glint
on a tooth (likely a dental filling) and becomes suspicious:
“There is a little glitch in the corner of her mouth that makes
me wonder if an AI made the photo” (P111). Similar com-
ments appear under other real images as well.

(b) “About” Text (a) Profile Image

Professional with 7 years of experience in the field of 

Database Administration and a Masters in Computer 

Information Systems from California University of 

Management and Sciences. Have basic knowledge 

on Oracle APPS R12 Experience Administering, 

Upgrading and Maintaining Oracle 9i/10g/11g 

databases Production Database Monitoring and 

Maintenance. Exceptionally self-motivated, teamwork

oriented, well-organized, efficient work habits and 

strong interpersonal skills. Multitask oriented and the

ability to prioritize to meet deadlines. Analytical skills 

combined with outstanding leadership ability, creative

problem solving skills. Currently working as a Senior 

Oracle Database Administrator for supporting 

production and development databases in Bird Inc.

Figure 7: Unexpected Artifacts noted in Consistent Pro-
files – Examples of real image/text recognized as generated ones by
some participants.

Interestingly, some perceived artifacts stemmed from racial
and gender expectations of those in the images. When shown
one image that depicted a woman of African descent, several
participants perceive a disagreement between the name and
the demographics of the subject. Two Soft-prompted partic-
ipants note that “the picture shows a Black woman but the
name seems to belong to a White man” (P68) (the name was
Chris), and “the name also doesn’t suit the person in the im-
age” (P141) (the name was Alex). When shown a white man
with the name “Lee”, one Hard-prompted participant notes
that “the name is [of] Asian [descent], but the pic doesn’t
match” (P202).

The result suggests that after prompting, users may over-
compensate in their effort of looking for algorithm-generated
artifacts and potentially begin to make judgments based on
stereotypes. While the intention is likely benign, such behav-
iors could lead to disproportionate distrust towards real people
who defy the stereotypes held by others.

Perception of Non-Existent Artifacts in Text. For pro-
files that were free of any major grammar errors or semantic
inconsistencies (n = 570), some prompted participants (n=17;
3%) explicitly mention that AI-induced text artifacts impacted
their ratings; this never happened under the No prompt.

For example, Figure 7 shows the “About” text of a con-
sistent database administrator profile. Even so, some Hard-
prompted participants believe that there are “grammatical
errors in his bio” (P222) and “there are some typos” (P98).

Observation 8: Prompted participants sometimes over-
compensate in the process of searching for deepfake arti-
facts, which leads to mistakes such as perceiving artifacts
that do not exist or making judgments based on stereotypes.

5.3 Profile Assessment Strategies
At the end of the study, participants are asked to describe their
profile assessment strategies [Q6]. n = 286 responses are
thematically coded according to the referenced UI sections,
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personal qualities inferred from the profile, inconsistencies
noted, and the reasons for their ultimate decision.

Noted UIs. A majority of participants (n=218; 76%) men-
tion specific UI sections in their response such as “Experience”
(n=159; 56%), “About” (n=127; 44%), profile images (n=86;
30%), and “Education” (n=74; 26%). This result is consistent
with the instance-specific decisions noted in Section 5.1 and
gives more credence to Observation 5 which notes that the
well-structured experience section catches more user attention
than free-form text and images. This behavior gives deepfake
models room to make mistakes in text/image generation.

Search for Personal Qualities. Another common strategy
mentioned is to examine the personal qualities of the indi-
vidual in the profile (n=79; 28%). Most of these participants
(n=64/79) focus on the profile’s aptitude or ability, e.g., “their
abilities, qualifications and achievements played major roles
in my assessment” (P73). Some attempt to infer the under-
lying personality (n=28/79) to see if they were confident,
professional, or easygoing. To do so, one participant uses
profile text to note “the tone of how they wrote about them-
selves” (P164) while another uses their profile image to make
this deduction: “by looking at the picture of them you could
see if they were friendly or if they showed signs of stress on
their faces” (P191).

Interestingly, the prompt level appears to affect this strat-
egy. While commonly used among No-prompt participants
(n=42; 44%), searching for personal traits is less frequently
observed among Soft-prompted (n=22; 23%) and Hard-
prompted (n=15; 16%) participants.

Search for Inconsistencies. Another common strategy is
to search for inconsistencies in profiles (n=89; 31%). For
example, when searching for intra-field text inconsistencies,
some participants note specific qualities such as repetitions,
grammar mistakes, and contradictions. Others rely on their
own interpretation of fake profiles. One participant believes
fake profiles were more likely to use generic descriptions,
e.g., “I also trusted the profile that spoke ‘like a person’ and
not just a generic description” (P194).

Again, the prompt level appears to affect the use of this
strategy with respect to frequency and purpose. In terms of
frequency, this strategy is more commonly used among Hard-
prompted (n=41; 43%) and Soft-prompted participants (n=33;
35%) than unprompted participants (n=15; 16%). In terms of
purpose, prompted participants typically look at a profile “for

‘red flags’ that it could be an AI created profile” (P221); inter-
estingly, unprompted participants are not necessarily search-
ing for signs of a fake profile, but rather to determine “how
honest they were” (P266) and whether “they are willing to

‘skillfully’ stretch the truth” (P187). For this reason, under
the unprompted condition, participants mention more about
searching for disagreements between fields rather than focus-
ing on grammar errors or picture anomalies.

Observation 9:
Prompting affect participants’ profile assessment strategy.
These warnings promote strategies that look for intra-field
artifacts and demote strategies that infer the personal quali-
ties of the individual in the profile.

Reasons for Actions. While no participants explicitly note
why they would decline a request, several provided reasons
why they would be inclined to accept and even hesitant to
decline a request (n=10; 4%). One reason mentioned is the
potential benefits a good connection could provide, e.g., “how
[the user’s] experience may help me to better communicate
and work with the Bird Inc team” (P169).

Another reason is the lack of perceived risks associated
with the action: “I feel like there would be nothing to lose
from accepting any and all invitations from Bird Inc. employ-
ees” (P41).

Lastly, a group of participants noted that they feel obliged
to accept such requests from fellow employees: “These were
all future coworkers, as they are all Bird employees, so I
feel it’s incumbent upon me to accept their connection re-
quests” (P21) and “Since they’re co-workers, even ones I
haven’t met to date, I feel predisposed to accepting their re-
quests by default” (P171). Some even note how not accepting
a request could harm them: “If they had a senior position then
I would almost surely accept... It would be bad form to decline
someone as that would only hurt and not help me” (P184).

These results help to illuminate why professional social
networks are attractive for social engineering attacks. When
faced with a connection request, users not only weigh the op-
portunity cost of ignoring a valuable connection, but also the
potential negative risks such actions may cause. Furthermore,
when faced with these decisions, some participants are not
aware of how a malicious user could negatively impact them.

Observation 10: Participants make decisions by weighing
the benefits and costs of a connection. The trustworthiness
of a profile is only one of many impacting factors in ac-
cepting or ignoring a connection request.

6 Discussion

In this section, we discuss countermeasures against deepfakes,
platform moderation, and user intervention strategies. Then,
we discuss the limitations of our study and future works.

6.1 Countermeasures for Deepfake Profiles

A key takeaway from our study is that average users (un-
prompted) are overly trusting of deepfake profiles (Figure 5)
and are highly likely to accept their connection requests (with
an acceptance rate of 79%–85%). To this end, we argue that
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individual users should not be the front line of defense. In-
stead, automated detection methods and community-based
moderation can play a bigger role.

Deepfake Profile Detection. Existing deepfake detection
methods often only focus on a specific media type [66]; there
is an opportunity to build detectors based on inter-field in-
consistencies across media modalities. From the attackers’
perspective, fully addressing inter-field inconsistencies using
generative models alone is challenging. It would require them
to develop more advanced knowledge representation meth-
ods to handle heterogeneous media types and even tackle the
open challenges in common-sense reasoning [19, 57]. These
challenges for attackers mean opportunities for defenders.

In addition, detection methods can inspect other metadata
beyond profile content. For example, by looking into IP ad-
dresses, account registration information, social connections,
and on-site activities [18, 33, 85, 90], detection methods may
detect abusive accounts even if the profiles appear authentic.
Meanwhile, intra-field deepfake image/text detection meth-
ods [7, 87, 94] can be used to analyze profile data to produce
useful features. These defenses are relatively orthogonal and
can be applied jointly for a more comprehensive defense.

Community-based Moderation. Community-based mod-
eration plays a large role in platforms such as Twitter and
Facebook to combat misinformation [26, 27, 82]. However,
our results point out nuanced challenges when using this idea
to deal with deepfake profiles. For instance, while we show
that some users are able to reason about profile consistency
at higher-level semantics (Observation 7) and that inconsis-
tencies actively affect users’ trust and actions (Observations
2 and 4), average users are likely to fail at detection. This
echoes the result from a prior work [32]. In particular, we
show that it is difficult for average users to disentangle honest
mistakes from generative errors when dealing with texts (Ob-
servation 6), a major component of most platforms’ content.
To enable effective moderation, one possible direction is for
social media platforms to identify capable users and appoint
them as community moderators (e.g., the Reddit model). This
can support expert-led crowdsourcing moderation. Recent
work shows that knowledge moderators can effectively guide
the crowd to conduct investigation tasks [84].

Empirical Measurements of Deepfake Profiles. Finally,
developing effective countermeasures requires understanding
how deepfake profiles are (and will be) used in practice. So
far, empirical investigations [5, 13, 37, 71, 72, 77] suggest that
real-world deepfake profiles are not (yet) used for large-scale
attacks but are often used for targeted purposes. This means
detection methods that focus on clustering large groups of
similar accounts/profiles (e.g., [89]) are likely to be ineffec-
tive. However, these investigations are focused on specific
campaigns and may not be representative. More systematic
measurements on deepfake profiles are needed in future works.

6.2 Intervention Strategies for Users

Our study shows a mixed result with respect to potential inter-
vention strategies for social media users. For deepfake profiles,
we show that even a Soft prompt (i.e., informing the existence
of deepfake profiles) reduces users’ trust towards such pro-
files (Observations 1 and 3) and encourages users to focus on
distinguishing features of deepfakes (Observation 9).

For legitimate profiles, however, the impact of prompting
is inconclusive. In Section 4, we find no statistically signif-
icant evidence that prompting affects users’ trust in consis-
tent profiles (Observation 1), but our qualitative results in
Section 5.2 show multiple cases where participants discredit
legitimate users based on their fixation with artifact detection
after reading deepfake tutorials (Observation 8). These mis-
takes could be due to the priming effect of the tutorials or
a belief in stereotypes (e.g., expecting certain profile names
given the inferred race and gender from profile images) which
may disproportionately affect certain user populations. As
such, we do not currently recommend social media platforms
adopt user-oriented training or warning. Instead, platforms
should focus on improving automated defenses and modera-
tion strategies to detect and remove deepfake profiles before
they can reach lay users.

6.3 Limitations

Our methodology still has a few limitations. First, recruiting
participants from MTurk may lead to certain biases in user
demographics [22] and privacy attitudes [48,78]; additionally,
we cannot guarantee participant attention (even with attention
checks). These are inherent limitations of using MTurk. Nev-
ertheless, MTurk responses have been shown to generalize
well. Recent studies show that the reported security behaviors
from MTurk generalize as well as census-representative pan-
els [76], and MTurk workers are at least as attentive as subject
pool participants [40]. Second, the role-playing methodology
might not always reflect real-world behaviors. To the best of
our ability, we follow existing guidelines [38] designed to im-
prove the generalizability of results using role playing meth-
ods. The alternative (e.g., real-world phishing experiments),
however, is challenging to execute given ethical considera-
tions. Third, our study is conducted around LinkedIn profiles.
It is possible that certain findings may not generalize to other
social networks such as Twitter and Facebook. Future work is
needed to extend the analysis to other social media platforms.
Fourth, our study focuses on the perceived profile trustwor-
thiness and likelihood to accept connection requests, which
are related to the initial stages of social engineering. Future
works may look into the effectiveness of using deepfakes to
facilitate further actions (e.g., extracting sensitive information
from target users). Finally, our study does not consider other
profile factors such as the number of mutual connections or
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location of residence. Future work may look into comparing
the effects and interactions of these factors.

7 Conclusion

In this paper, we quantitatively evaluate how deepfake arti-
facts impact the perceived trustworthiness of a social network
profile and users’ willingness to connect with it. We also ex-
plore the effects of user prompting. We find evidence that
various artifacts and all prompts significantly decrease the
trustworthiness and acceptance rate of profiles; however, users
still appear to largely fall victim to deception. We also qualita-
tively analyze users’ reasoning and strategies when assessing
a profile. We find users typically focus on well-structured
sections instead of free-form areas (that are likely to have
artifacts) and have difficulty in distinguishing text artifacts
from honest mistakes. Prompting participants may help to
recognize certain artifacts (e.g., those in images), but can lead
to negative effect such as discrediting authentic profiles. Over-
all, the results suggest the need for future research to study
defense mechanisms to protect users from deepfake profiles.
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A Survey Questions

Here, we only show the most important questions, due to
space limit. The complete list of survey questions is presented
in the supplementary material [65].

A.1 Main Tasks.
Participants are instructed to review three profiles (Database
Administrator, Human Resource Manager, and Billing Man-
ager). Under each profile, the participants answer 5 questions
(5×3 = 15 questions in total).

Q1–Q3 Based on the profile, please rate to what extent you
agree with each of these statements:

Q1 This profile is an accurate depiction of the user

• 0% (Strongly Disagree)
• 10%
• 20%
• 30%
• 40%
• 50% (Undecided)

• 60%
• 70%
• 80%
• 90%
• 100% (Strongly Agree)

Q2 This user is knowledgeable in their role as a [Database
Administrator / Human Resource Manager / Billing
Manager]
<Same scale as Q1>

Q3 This person will make newcomers feel welcome
<Same scale as Q1>

Q4 What aspect of this profile most influenced your
ratings?

Q5 Based on the profile above, would you accept or ignore
the connection request?

• Accept • Ignore

A.2 Follow-up Questions
Q6 Please describe the strategies you used to assess profiles.

Q7-Q9 Please rate to what extend you agree with each of
these statements:

Q7 In general, most people are honest
<Same scale as Q1>

Q8 In general, most people are qualified for their job
<Same scale as Q1>

Q9 In general, most people are good and kind
<Same scale as Q1>

Figure 8: Screenshot of a Profile – This example shows a “con-
sistent” profile for a Human Resources Manager used in study.

B Deepfake Profiles vs. Real-World Sybils

In our main study, all of the deepfake profiles are constructed
by us so that we can better control the experimental conditions.
A natural follow-up question is how they compare with real-
world Sybil/fake profiles in terms of the ability to gain users’
trust. In this section, we present an additional user experiment
(n = 101) we conduct to make such comparisons.

For this user study, we manually collect a set of Sybil
LinkedIn profiles. We then re-run the main user study (Sec-
tion 3) under the “No-prompt” condition where we replace
the consistent profile group with the newly collected Sybil
profiles. In this way, we can compare users’ trust and request
acceptance of Sybil profiles with our deepfake profiles.

Sybil Profile Collection. Collecting real Sybil profiles is
challenging. We are not aware of any public dataset of ground-
truth Sybil profiles. In addition, LinkedIn’s terms of use [59]
forbids (large-scale) profile crawling. To collect a set of Sybil
profiles, we take a similar approach of a prior work [6] –
we obtain Sybil profiles reported in research papers, security
blogs, and articles as well as perform a manual search and
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Figure 9: Request Acceptance Rate – We show the request
acceptance rates for our evaluated artifacts and Sybil profiles.

inspection. Using this method, we obtain 30 LinkedIn Sybil
profiles for this user study.

When collecting Sybil profiles, we manually validate their
inauthenticity using LinkedIn’s community policies as our
guideline [60]. We consider a profile as a Sybil/fake if they
meet at least one of two criteria. First, their profile photo
does not represent themselves. This can be verified using
Google reverse image search to find the sources of the photos
(e.g., stock photos). Second, their profile contains a work
history that is verifiably false (e.g., worked as a Dropbox
sales executive before the company was founded). In addition
to these determination criteria, other information can add to
the confidence of labeling. For instance, since Sybils tend
to connect with other Sybils [16], once we locate one fake
profile, we can usually locate others using the “people also
viewed” feature in LinkedIn. These Sybils often share highly
similar headers, summaries, and job experience formatting.

We also have additional considerations when selecting
Sybil profiles. First, we make sure they do not appear to use
any deepfake images/text (to the best our ability)13. Second,
we try to diversify the Sybil profiles — when we find a cluster
of similar-looking Sybil profiles, we only include one of them
in our user study set. Third, we format the Sybil profiles using
the same style as other profiles used in our main study (similar
to the one in Figure 8) to ensure formatting is not a factor that
contributes to any differences we observe between deepfake
and Sybil profiles14.

User Study and Results. We re-run the main user study
(Section 3) under the “No-prompt” condition. All configu-
rations remain the same, except we replaced the “consistent

13We use reverse-image-search to confirm the sources of the profile photos
and make sure the photos do not exhibit deepfake characteristics such as
blurry backgrounds. We also check the profile text to make sure they do not
contain any known deepfake artifacts.

14We change the profiles’ most recent company name to “Bird Inc” (to
fit within the role-playing scenario) and we omit profiles details that were
unrelated to the research goals of our study (e.g., number of connections,
skills). Studying the effect of such details can be future work.

Variable Estimate (β) Std. Err. p-value

Intercept 1.176 0.583 0.044*

Profile Type (Reference = Sybil)
Inter Image 1.456 0.524 0.005**
Inter Text 0.449 0.420 0.285
Intra Image 1.976 0.615 0.001**
Intra Text 2.519 0.775 0.001**

Gender (Reference = Female)
Male 0.240 0.344 0.485
Non-Binary – – –

Age -0.107 0.090 0.235

Generalized Trust 0.033 0.010 0.002**

Table 4: Request Acceptance Analysis – Logistic mixed ef-
fects regression model. The unit for estimate and standard error
is log odds scaled. Significance is denoted by *** (p < 0.001),
** (p < 0.01), and * (p < 0.05).

profile” with a random Sybil profile for each participant. We
collect data from n = 101 new participants via MTurk (par-
ticipants of this study cannot participate in the main study
and vice versa). We perform similar analyses as those in Sec-
tion 4. The high-level takeaway is that in general deepfake
profiles are more successful than Sybils in gaining user trust
and getting a connection request accepted.

Figure 9 shows the acceptance rate. Sybil profiles yield a
lower acceptance rate compared to different types of deepfake
profiles. For example, deepfake profiles with intra-field text
artifacts have the highest acceptance rate of 96%. The least
accepted deepfake profiles (with inter-text artifacts) still have
an acceptance rate of 76%. In comparison, Sybil profiles only
have an acceptance rate of 66%.

To examine whether such observed differences are signifi-
cant, we run the same statistical modeling as the main study15.
As shown in Table 4, we now use “Sybil” as the reference
group to compare with other deepfake profile groups. We
find significant differences between three types of deepfake
profiles and Sybil profiles. Compared to Sybil profiles, deep-
fake profiles with inter-field image artifacts, intra-field image
artifacts and intra-text artifacts have significantly higher like-
lihood of acceptance. We find no evidence that inter-field text
artifacts differ in this metric.

The trust score analysis returns similar conclusions and is
omitted for brevity.

Recall that these deepfake profiles were intentionally con-
structed to include noticeable artifacts (see Section 3.3) and
represent a worst-case scenario for attackers. In practice, at-
tackers may further reduce these artifacts via post-processing
and more careful configurations; however, even under this pes-
simistic condition, our results show that in general deepfakes
are still more likely to gain users’ trust and acceptance.

15The only non-binary participant is removed to avoid model overfitting.
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